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FOREWORD

This volume contains the proceedings of the 7th International Conference on Evaluation of
Novel Approaches to Software Engineering (ENASE) held in Wrocław, Poland, sponsored
by the Institute for Systems and Technologies of Information, Control and Communica-
tion (INSTICC) and co-organized by the Wrocław University of Economics (WUE). The
proceedings in this volume have been published by INSTICC in time for the staging of
the conference. Moreover, starting from ENASE’2007, modified and extended versions of
ENASE full papers are published as post-proceedings by Springer in Revised Selected Pa-
pers Series.

The previous six ENASE conferences took place in Erfurt, Germany (2006), Barcelona,
Spain (2007), Madeira, Portugal (2008), Milan, Italy (2009), Athens, Greece (2010), and
Beijing, China (2011). Three out of six past ENASE conferences were co-located with the
International Conference on Enterprise Information Systems (ICEIS) and this trend is set
to continue – the two conferences are going to be staged together again in 2013 in Angers,
France.

There is a well-focused research community around the ENASE conferences. The mission
of ENASE is to be a prime international forum to discuss and publish research findings
and IT industry experiences with relation to evaluation of novel approaches to software
engineering. By comparing novel approaches with established traditional practices and by
evaluating them against software quality criteria, the ENASE conferences advance kno-
wledge and research in software engineering, identify most hopeful trends and propose new
directions for consideration by researchers and practitioners involved in large-scale software
development and integration.

Overall, for the 7th ENASE in Wrocław we received 54 papers from 27 countries, of which
11 papers were accepted for publication and presentation as full papers. The papers were
submitted for blind reviews to 82 renowned ENASE’2012 Program Committee members who
registered in the ENASE conference system. The reviewing process was smoothly carried
out by the great majority of the PC members. With multiple reviews for each paper, the
final decision of acceptance/rejection was taken by the PC Chair Leszek Maciaszek. A few
borderline papers were subjected to extra considerations and discussions before decisions
were reached.

Statistically speaking, the ENASE’2012 acceptance ratio for full papers is 20.4% (based on
54 submissions), but considering that 9 papers were formally submitted in the category of
“position” (rather than “regular”) papers more truthful ratio for full papers is 24% (based
on 45 submissions). This acceptance rate confirms the ENASE trend and the ENASE orga-
nizers’ desire to ensure high quality of the conferences (all seven ENASE conferences had
the acceptance rate above 30%).

At the conference, full papers (max. length of 10 pages) are presented in 30 minute sessions.
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ENASE’2012 accepted also 12 short papers (max. 6 pages) for 20 minute presentations
and 5 poster papers for display and discussions between the authors and the conference
participants.

As a separate satellite event, ENASE’2012 hosts also the Special Session on Model-Driven
Architecture and Modeling-Driven Software Development - MDA&MDSD’2012. Additi-
onally the ENASE’2012 delegates have the benefit of participating in joint plenary ses-
sions with ICEIS’2012 that includes keynote and panel presentations. The prominent list of
keynotes consists of professors:

- Schahram Dustdar, Vienna University of Technology, Austria
- Dimitris Karagiannis, University of Vienna, Austria
- Steffen Staab, University of Koblenz-Landau, Germany
- Pericles Loucopoulos, Loughborough University, United Kingdom
- Yannis Manolopoulos, Aristotle University, Greece

We thank the authors and PC members for delivering, on both ends of the submissi-
ons/reviews spectrum, a great scientific content to the conference and to the proceedings.
We thank the invited keynote and panel speakers. We thank the organizers and speakers of
the special MDA&MDSD’2012 event.

The organization of this conference required a dedicated and coordinated effort of many
people over an extended period of time. On the INSTICC side the main coordination was
provided by Helder Coelhas and locally in Wrocław by Artur Rot, who was supported by a
considerable number of staff members and students of the Institute of Business Informatics
at WUE, in particular Wiesława Gryncewicz and Radosław Rudek.

We are confident that ENASE’2012 will be a great experience and we wish all delegates
an exciting memorable time spent in Wrocław - the city that has gained the titles of ‘the
Meeting Place of Poland’ and ‘Venice of Poland’, the co-host of Euro 2012 - European Fo-
otball Championships, the 2016 European Capital of Culture (jointly with San Sebastian
in Spain), with over a thousand years of history, the city where as many as 10 Nobel Prize
winners lived, and which provides education to as many as 120 thousand students enrolled
in the city’s universities.

Joaquim Filipe
Polytechnic Institute of Setúbal / INSTICC, Portugal

Leszek Maciaszek
Wroclaw University of Economics, Poland / Macquarie University ∼ Sydney, Australia
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Improving Event Correlation for Non-process Aware Information 
Systems 

Ricardo Pérez-Castillo1, Barbara Weber2, Ignacio García-Rodríguez1 and Mario Piattini1 
1Instituto de Tecnologías y Sistemas de Información (ITSI), University of Castilla-La Mancha,  

Paseo de la Universidad 4, 13071, Ciudad Real, Spain 
2University of Innsbruck, Technikerstraße 21a, 6020, Innsbruck, Austria 

{ricardo.pdelcastillo, ignacio.grodriguez, mario.piattini}@uclm.es, barbara.weber@uibk.ac.at 

Keywords: Enterprise Modelling, Business Process, Event Correlation, Legacy Information Systems. 

Abstract: Business process mining is a solution to discover business processes. These techniques take event logs 
recorded by process-aware information systems. Unfortunately, there are many traditional systems without 
mechanisms for events collection. Techniques for collecting events (which represent the execution of 
business activities) from non-process-aware systems were proposed to enable the application of process 
mining to traditional systems. Since business processes supported by traditional systems are implicit, 
correlating events into their execution instances constitutes a challenge. This paper adapts a previous 
correlation algorithm and incorporates it into a technique for obtaining event logs from traditional systems. 
This technique instruments source code to collect events with some additional information. The algorithm is 
applied to the events dataset to discover the best correlation conditions. Event logs are built using such 
conditions. The technique is validated with case study, which demonstrates its suitability to discover the 
correlation set and obtain well-formed event logs. 

1 INTRODUCTION 

Current companies must continuously evolve to 
maintain their competitiveness levels. Keeping this 
in mind, process modelling is essential for 
companies to be able to understand, manage and 
adapt their business processes (Weske, 2007). 
Despite this important fact, a vast amount of 
companies do not model their business processes. 
When these companies decide in favor of business 
process modelling, they have two main options: (i) 
modelling from scratch by business experts, which is 
time-consuming and error-prone; (ii) using business 
process mining techniques to discover business 
processes from system execution information (van 
der Aalst and Weijters, 2005). The focus of this 
paper is on the second option since it takes into 
account the business knowledge embedded in 
enterprise information systems. 

Business process mining techniques allow for 
extracting information from process execution logs –
known as event logs (van der Aalst and Weijters, 
2005). Event logs contain information about the start 
and completion of activities and the resources 
executed by the processes (Castellanos, Medeiros et 

al., 2009). These events logs are often recorded by 
process-aware information systems (PAIS) (e.g., 
Enterprise Resource Planning (ERP) or Customer 
Relationship Management (CRM) systems). The 
process-aware nature of PAIS facilitates direct 
events recording during process execution. 
However, not all information systems are process-
aware. In fact, there is a vast amount of enterprise 
information systems which are non-process-aware 
(termed as traditional systems in this paper) though 
they could also benefit from the application of 
process mining techniques. 

Previous works made a particular effort for the 
registration of event logs from traditional systems. 
Firstly, main challenges involved in the collection of 
event logs from traditional systems were identified 
(Pérez-Castillo et al., 2010). Secondly, a particular 
technique to obtain event logs from traditional 
systems was also developed (Pérez-Castillo et al., 
2011). This technique first injects statements into the 
source code to instrument it. The instrumented 
system is then able to record some events, which are 
finally analysed and organized in an event log. This 
technique has already been applied to real-life 
traditional systems with promising results (Pérez-
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Castillo et al., 2011); (Pérez-Castillo et al., 2011). 
However, the accuracy of the previous technique is 
limited, since events were correlated in different 
process instances by using some simple heuristics. 
In fact, event correlation is a key challenge, i.e., 
each event must be assigned to the correct instance, 
since it is possible to have various instances of the 
business process running at the same time. This 
paper therefore addresses the weaknesses on the 
previous technique by providing an enhanced 
technique, which adapts and applies an existing 
event correlation algorithm (Motahari-Nezhad et al., 
2011). 

The new technique relies on human interaction to 
firstly identify some candidate correlation attributes. 
The candidate attribute values are then recorded with 
each event by means of an instrumented version 
from a traditional system. After that, event 
correlation algorithms proposed in a related work 
(Motahari-Nezhad et al., 2011) are adapted and 
applied to this intermediate information to discover 
the sub-set of correlation attributes and conditions. 
The correlation set is finally used to obtain accurate 
process instances in the final event log. For a 
smoother introduction into industry, this technique 
has been developed by using database-stored 
intermediate information as well as a set of 
algorithms implemented as stored procedures. Since 
the technique is tool-supported, a case study 
involving a real-life traditional system has been 
conducted to demonstrate the feasibility of the 
proposal. The empirical validation results show the 
technique is able to obtain the set of correlation 
attributes allowing appropriate event logs in a 
moderate time.  

The paper is organized as follows: Section 2 
summarizes related work; Section 3 presents in 
detail the proposed technique; Section 4 conducts a 
case study with an author management system; and 
Section 5 discusses conclusions and future work. 

2 RELATED WORK 

Event correlation is an issue of growing importance 
in the process mining field due to the increasing 
heterogeneity and distribution of enterprise 
information systems. In addition, there are various 
ways in which process events could be correlated. In 
fact, many times event correlation is subjective and 
most proposals employ correlation heuristics 
(McGarry, 2005). Most techniques assess some 
indicators and check if they are under or above a 
heuristic threshold to discard non-promising 

correlation attributes. For example, (Burattin and 
Vigo, 2011) propose an approach consisting of the 
introduction of a set of extra fields, decorating each 
single activity log. These attributes are used to carry 
the information on the process instance. Algorithms 
are designed using relation algebra notions, to 
extract the most promising case IDs from the extra 
fields. Other techniques proposals, as in (Rozsnyai et 
al., 2011), are based in the use of algorithms to 
discover correlation rules by using assessments of 
statistic indicators (e.g., variance of attribute values) 
from datasets. Similarly, (Ferreira and Gillblad, 
2009) propose a probabilistic approach to find the 
case ID in unlabeled event logs. 

(Motahari-Nezhad et al., 2011) propose a set of 
algorithms to discover the most appropriate 
correlation attributes and conditions (e.g., 
conjunctive and disjunctive conditions grouping two 
or more correlation attributes) from the available 
attributes of web services interaction logs. 

This paper presents an improvement of a 
previous technique to retrieving event logs from 
traditional systems (Pérez-Castillo et al., 2011), by 
adapting and applying the algorithm to discover the 
correlation set provided by (Motahari-Nezhad et al., 
2011). While this algorithm is applied to web 
services logs, the current approach adapts the 
algorithm to be applied in traditional information 
systems for obtaining event logs. The feasibility of 
this approach is empirically validated by means of a 
case study. 

Moreover, there are proposals addressing the 
distribution of heterogeneous event logs. For 
example, (Hammoud, 2009) presents a decentralized 
event correlation architecture. In addition, Myers et 
al. (Myers et al., 2010) apply generic distributed 
techniques in conjunction with existing log 
monitoring methodologies to get additional insights 
about event correlation. Decentralized event 
correlation approaches remain however outside of 
the scope of this paper. 

3 EVENT CORRELATION 

Event correlation deals with the definition of 
relationships between two or more events so to point 
out events belonging to a same business process 
execution (i.e., process instance). Event correlation 
is very important in traditional information systems, 
since the definitions of the executed business 
processes are not explicitly identified (Pérez-Castillo 
et al., 2010). Figure 1 shows an overview of the 
event correlation challenge. Each business process 
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can be executed several times. Each execution is 
known as process instance. Events collected during 
system execution must be correlated into the correct 
instance. 

This paper presents a technique to obtain event 
logs from traditional systems, paying special 
attention to the event correlation improvement 
regarding previous work. The technique consists of 
three stages. Firstly, the technique records events 
from the execution of traditional systems. During 
this stage the technique allows experts to identify 
candidate correlation attributes, whose runtime 
values will then be collected together with each 
event. As a result, events and their respective 
attributes are then stored in a database in an 
intermediate format (cf. Section 3.1). Secondly, the 
algorithm proposed by (Motahari-Nezhad et al., 
2011) is adapted and applied with the event datasets 
so to discover the most appropriate set of attributes 
and conditions for the events correlation (cf. Section 
3.2). Finally, the third stage applies an algorithm 
based on the correlation set in order to correlate each 
event with its corresponding process instance (cf. 
Section 3.3). As a result, a standard-format event log 
is obtained from the source traditional system. 

 
Figure 1: Event correlation overview. 

3.1 Event Collection 

The event collection stage is in charge of the suitable 
generation and storage of events throughout system 
execution. Since traditional information systems do 
not have any in-built mechanism to record events 
about executed business processes, this stage 
instruments information systems to record events. 
The instrumentation is semi-automated by a parser 
that syntactically analyzes the source code and 
injects statements in particular places of the code to 
record events during system execution. 

This work follows the ‘a callable unit / a 
business activity’ approach proposed by Zou et al. 
(Zou and Hung, 2006). Callable units are the generic 
elements (e.g., Java methods, C or COBOL 

procedures, etc.) in which the parser injects 
statements to record an event corresponding to the 
execution of a business activity. Despite this fact, 
not all the executions of callable units have to be 
recorded as events. Some callable units such as fine-
grained or technical callable units do not correspond 
to events and must be discarded. The injection in the 
exact place is consequently supported by some 
information provided by experts. Such experts (i) 
delimit business processes with the start and end 
callable units of each process; (ii) establish the 
boundaries of non-technical source code to be 
instrumented; and finally, (iii) they identify those 
code elements that can be treated as candidate 
correlation attributes. 

This stage is supported by an improved version 
of the tool presented in (Pérez-Castillo et al., 2011), 
which supports the identification and addition of 
candidate correlation attributes. Selection of 
candidate correlation attributes is a key task, since 
an incomplete list of candidate attributes may lead to 
a non-suitable correlation. This stage provides 
experts with all the possible selectable attributes. 
These attributes are every parameter appearing in 
callable units as well as the output and fine-grained 
callable units that are invoked within those callable 
units, which are considered to be collected as events. 
The information about candidate correlation 
attributes is injected together with a statement 
enabling event collection. 

 
Figure 2: Example of code instrumentation. 

Figure 2 provides an example of the results 
obtained after instrumenting a Java method of the 
system under study (cf. Section 4). The two tracing 
statements (see highlighted statements) are injected 
at the beginning and at the end of the body of the 
method. Those candidate correlation attributes that 
are present in a method (e.g., a parameter or 
variable) are automatically injected in the tracing 
statements, i.e., the respective variables are in the set 
of parameters of the invocation to the method 
‘writeDBEvent’ (see Figure 2). However, not all 
correlation attributes defined by experts are present 
in all methods (e.g., due to the absence of a 
particular variable). In this case, the respective 
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public class SocioFacadeDelegate {
    [...] 
    public static void saveAuthor(AuthorVO author) throws InternalErrorException { 
        writeDBEvent("SocioFacadeDelegate.saveAuthor", "Author Management", "", "start",  
         false, false, -1, false, 2, 8, "", "" + author.getId(), "" + author.isHistorico(), 
         "" + author.getNumeroSocio(), "", "" + author.getCotas()); 
        try { 
            SaveAuthorAction action = new SaveAuthorAction(author); 
            PlainActionProcessor.process(getPrivateDataSource(), action); 
        } catch (InternalErrorException e) { 
           throw e; 
        } catch (Exception e) { 
           throw new InternalErrorException(e); 
        } 
        writeDBEvent("SocioFacadeDelegate.saveAuthor", "Author Management", "", "complete", 
         false, true, -1, false, 2, 8, "", "" + author.getId(), "" + author.isHistorico(),  
         "" + author.getNumeroSocio(), "", "" + author.getCotas()); 
    } 
    [...]     
}
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Figure 3: Database schema for event and attributes. 

parameter of the method ‘writeDBEvent’ (i.e., the 
tracing statement) is an empty string (“ ”). As a 
result, during execution of this method, the runtime 
value (or an empty value) will be recorded together 
with the name of the attribute and the event (the 
name of the method representing the business 
activity). 

The instrumented system is then normally 
executed and -when an injected statement is 
reached- it records events together with the value of 
all the candidate correlation attributes available in 
that callable unit. Unlike other similar techniques, it 
does not build an event log on the fly during system 
execution (Pérez-Castillo et al., 2011); Pérez-
Castillo et al., 2011). Instead, this technique stores 
all the information about events and their candidate 
correlation attributes in a database. A relational 
database context facilitates the implementation of 
faster algorithms to discover the correlation set from 
large datasets (cf. Section 3.2). 

Figure 3 shows the database schema used to 
represent the intermediate event information. The 
EventLogs table is used to represent different logs 
obtained from different source systems. The Events 
table contains all the different events collected, 
including the executed task, type (start or complete), 
originator, execution timestamp, two columns to 
indicate if the executed task is the initial or final task 
of a process, as well as the process name. 
CorrelationAttributes is a table related to Events and 
contains the runtime values of candidate correlation 
attributes. 

Candidate correlation attributes are combined by 
means of correlation conditions which are then used 
to correlate events. We differentiate two kinds of 
correlation conditions: atomic and complex 
conditions. Firstly, atomic conditions represent key-
based conditions which compare two correlation 
attributes. For example, condition1:attribute1 

=attribute2 signifies that two events will be 
correlated if the value of attribute1 of the first event 
is equal to the value of attribute2 of the second 
event under evaluation. These conditions are stored 
in the AtomicConditions table (see Figure 3). 
Secondly, complex conditions evaluate two different 
conditions at the same time that are combined by a 
logic operator, e.g., conjunction (AND) or 
disjunction (OR) (Motahari-Nezhad et al., 2011). For 
example, condition3: condition1 AND condition2 
evaluated for two events signifies that both 
condition1 and condition2 must be met for the 
couple of events at the same time. Table Complex-
Conditions represents this information in the 
database schema (see Figure 3). 

3.2 Discovering Correlation Attributes 

After collection of events and candidate correlation 
attributes, an adaptation of the algorithm described 
in (Motahari-Nezhad et al., 2011) is applied to 
discover the most appropriate correlation set. This 
set consists of a set of atomic conditions (i.e., equal 
comparisons between couples of attributes) as well 
as a set of complex conditions (i.e., conjunctive 
comparisons between couples of atomic conditions). 
The technique does not consider disjunctive 
conditions since these conditions are only needed for 
heterogeneous systems to detect synonyms of some 
correlation attributes. 

The algorithm (see Figure 4) first considers all 
the possible combinations of attributes involved in 
atomic conditions (lines 1-3), and it then prunes the 
non-interesting conditions (i.e., less promising 
conditions) using the three following heuristics. 
Heuristic 1. When attributes of atomic conditions 
are the same, the distinct ratio must be above alpha 
or distinct to one (line 4). Distinct Ratio (Eq. 1) 
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indicates the cardinality of an attribute in the dataset 
regarding its total number of non-null values. When 
it is under alpha or one it signifies that the attribute 
contains a global unique value and the atomic 
condition with this attribute can therefore be pruned. 
Alpha (Eq. 3) is the threshold to detect global unique 
values and it indicates how much values vary 
regarding the size of the dataset. 
Heuristic 2. If the atomic condition is formed by 
two different attributes it is pruned when the shared 
ratio is above the alpha threshold (line 5). In a 
similar way the previous heuristic, Shared Ratio (Eq. 
2) represents the number of distinct shared values 
regarding their non-null values for both attributes.  

Input: Attributes; Events 
Output: AC: the set of atomic conditions; CC: the set of conjunctive 
conditions 
1: for a ∈Attributes ˄ b ∈Attributes do 
2:  AC← “a = b” 
3: end for 
4: AC←AC – { c  | c.attribute1 = c.attribute2 and 
 ( DistinctRatio (c.attribute1) < α or DistinctRatio (c.attribute1) = 1 ) } 
5: AC←AC – { c  | c.attribute1 ≠ c.attribute2 and 
 SharedRatio (c.attribute1, c.attribute2) <α } 
6: AC←AC – { c  | PIRatio (c.attribute1, c.attribute2) < α or 
 PIRatio (c.attribute1, c.attribute2) >β } 
7:  N0←AC; N1← { } 
8:  k ← 1 
9: for c1 ∈ Nk-1 and c2 ∈ Nk-1  do 
10:  Nk← “c1 ˄ c2” 
11: end for 
12: while Nk≠ { } do 
13:  Nk←Nk – { c  | ConjNumberPI ( Nk.condition1, Nk.condition2 ) ≤  
  NumberPI( Nk.condition1.attribute1, Nk.condition1.attribute2 ) or 
  ConjNumberPI( Nk.condition1, Nk.condition2 ) ≤  
  NumberPI( Nk.condition2.attribute1, Nk.condition2.attribute2 ) } 
14:  Nk←Nk – { c  | ConjPIRatio ( Nk.condition1, Nk.condition2 )<α or 
  ConjPIRatio( Nk.condition1, Nk.condition2 ) > β } 
15:  CC←CC ∪ Nk 
16:  for c1 ∈ Nk and c2 ∈ Nk do 
17:   Nk+1← “c1 ˄ c2” 
18:  end for 
19:  k ← k+1 
20:  end while 

Figure 4: Algorithm to discover the correlation set. 

Heuristic 3. Atomic conditions are pruned when the 
process instance ratio (PIRatio) is under alpha or 
above beta (line 6). This heuristic checks that the 
partitioning of the future log does not only have one 
or two big instances, or many short instances. 
PIRatio (Eq. 5) is measured as the number of 
process instances (NumberPI) divided into non-null 
values for both attributes. In turn, NumberPI (Eq. 6) 
is heuristically assessed as the distinct attribute 
values for all the different couples of events 
(executed in a row) containing both attributes. This 
is the first difference, since the previous algorithm 
first calculates a set of correlated event pairs, and 
then it computes a recursive closure over that set 
(Motahari-Nezhad et al., 2011). In contrast, our 
algorithm estimates NumberPI by considering the 
number of possible pairs of correlated events. This 
change has been made taking into account that the 

recursive closure evaluation is time-consuming (the 
complexity of graph closure algorithms in literature 
is often O(2n) since they check each pair of nodes 
for the remaining of pairs). On the contrary, the 
expected results using this proposal can be 
considered as heuristic approximation with a lower 
computational cost (i.e., O(n) since this technique 
only evaluates the list of event pairs). This is the first 
difference regarding the algorithm proposed by 
Motahari-Nezhad et al. (Motahari-Nezhad et al., 
2011). 

( ) = ( )( , ) (1)

, = ( , )( ),  (2)

= ( )
 (3)[0.25, 1] (4)

, = | , |( , )  (5), = ∶ ∃ , | . 1 = ˄ . 2 = ˄	 = . 1.  = . 2. ˄ . > . 	} (6)

, = | , |( . , . ,			 . , . ) (7)

, = ( . , . ) 
∩ ( . , . )	 (8)

Moreover, beta (Eq. 4) which can be established 
between 0.25 and 1 is used as another threshold to 
evaluate the average length of the outgoing 
instances. For instance, a beta value of 0.5 (as is 
usually used) signifies that conditions leading to 
process instances with length above or equal to the 
half of the total events would be discarded. 

After atomic conditions are filtered out, the 
algorithm (see Figure 4) builds all the possible 
conjunctive conditions based on the combination of 
outgoing atomic conditions (lines 7-11). These 
conditions are then pruned by applying two 
heuristics (lines 13-14). After that, new conjunctive 
conditions by combining the remaining previous 
conditions are iteratively evaluated (lines 15-19). 

The first heuristic (line 13) applied to filter out 
conjunctive conditions is based on the monotonicity 
of the number of process instances. This is the 
second difference with regard to (Motahari-Nezhad 
et al., 2011), since this algorithm considers the 
number of process instances (but not the length of 
instances) to evaluate the monotonicity heuristic. 
This heuristic is based on the idea that the number of 
process instances for a conjunctive condition is 
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always higher than the number for their simpler 
conditions in isolation. Conjunctive conditions that 
do not increase the number of process instances are 
therefore pruned, since they are subsumed in their 
atomic conditions. The number of process instances 
obtained though conjunctive conditions 
(ConjNumberPI) (Eq. 8) is based on (Eq. 6), which 
is defined for simple conditions, and is measured by 
intersecting both component conditions of the 
conjunctive one. 

Input: Events; AC: the set of atomic conditions; CC: the set of conjunctive 
conditions 
Output: Log: the final event log 
1: process; instance 
2: for e1 ∈ Events ˄e2 ∈ Events ˄ e1.proces = e2.process  
 ˄ e1.timestamp ≤ e2.timestamp do 
3:  if e1.starting=true ˄ ∀n ∈Log.processes.name, process.name=n then 
4:   process.name ← e1.process 
5:  end if 
6:  for ac ∈AC ˄cc ∈CCdo 
7:   if ∃i, e1.attributes[ i ].name = ac.attribute1 ˄ 
   ∃i’, e2.attributes[ i’ ].name = ac.attribute2 ˄ 
   e1.attributes[ i ].value = e2.attributes[ i’ ].value ˄ 
   ∃j, e1.attributes[ j ].name = cc.condition1.attribute1 ˄ 
   ∃j’, e2.attributes[ j’ ].name = cc.condition1.attribute2 ˄ 
   e1.attributes[ j ].value = e2.attributes[ j’ ].value ˄ 
   ∃k, e1.attributes[ k ].name = cc.condition2.attribute1 ˄ 
   ∃k’, e2.attributes[ k’ ].name = cc.condition2.attribute2 ˄ 
   e1.attributes[ k ].value = e2.attributes[ k’ ].value then 
8:     instance.id ←e1.attributes[ i ].value + e2.attributes[ i’ ].value + 
     e1.attributes[ j ].value + e2.attributes[ j’ ].value + 
     e1.attributes[ k ].value + e2.attributes[ k’ ].value 
9:    instance.events←instance.events∪ {e1, e2} 
10:    process.instances←process.instances∪ {instance} 
11:   end if 
12:  end for 
13:  Log.processes←Log.processes∪ (Fluxicon Process Laboratories) 
14: end for 

Figure 5: Algorithm to discover process instances. 

The algorithm also applies the same heuristic 
about the partitioning of the log to the conjunctive 
conditions (line 14). Thereby, the ratio of process 
instances is also evaluated for conjunctive 
conditions (ConjPIRatio) (Eq. 7). When 
ConjPIRatio is under alpha or above beta threshold 
the conjunctive condition is discarded. 

In conclusion, the proposed algorithm adapts the 
algorithms provided by (Motahari-Nezhad et al., 
2011) thus adjusting to traditional systems. There 
are two main changes as seen above in this section: 
(i) the way in which the expected number of process 
instances is calculated for each condition; and (ii) 
the monotonicity heuristic which only takes into 
account the length of the estimated process 
instances. 

3.3 Discovering Process Instances 

The last stage, after obtaining the correlation set, 
attempts to discover process instances using the 

correlation set in order to build the final event log, 
which will be written following the MXML (Mining 
XML) format (Van der Aalst et al., 2009). MXML is 
a notation based on XML and is the most common 
format used by most process mining tools. 

Figure 5 shows the algorithm to correlate all the 
events of the intermediate dataset in its own process 
instance within the event log. The algorithm 
explores all the candidate events pairs, i.e., those 
pairs that belong to the same process and which 
were executed in a row (line 2). When an event was 
recorded as the start point of a process, the target 
process takes this name (lines 3-5). For each 
candidate event pair, all the atomic and conjunctive 
conditions of the correlation set are evaluated (line 
7). If the event pair meets all the conditions, then it 
is a correlated event pair and these events are then 
put into the respective process instance, and in turn, 
the instance is added to the process (lines 9-10). 
Process instances are previously identified by means 
of the specific values of the events’ attributes 
involved in the correlation set (line 8). Each process 
found during the event pair exploration, together 
with all the discovered process instances, is finally 
added to the event log (line 13). 

Business process can be subsequently discovered 
from the MXML event logs by applying different 
well-known techniques and algorithms developed 
from the business process mining field. 

4 CASE STUDY 

This section presents a case study conducted with a 
real-life information system. The whole set of 
artefacts involved in the study are online available in 
(Pérez-Castillo, 2012). 

The object of the study is the proposed technique 
and the purpose of the study is to demonstrate the 
feasibility of the technique in terms of accuracy. The 
main research question therefore is:  

MQ. - Can the technique obtain correlation sets for 
generating event logs from a traditional system 
which could on their turn be used to discover 
the business processes supported by the 
system? 

Additionally, the study evaluates two secondary 
research questions:  

AQ1. - How well does this technique perform 
compared to the previously developed 
technique?
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Figure 6: Reference business process model of the AELG-members system. 

AQ2. - How much time does the technique require 
to discover correlation sets regarding the size 
of datasets? 

AQ1 evaluates the gain of this new approach over 
the previous one employing an isolated source code 
object as correlation set. For the evaluation of this 
secondary question, the result of this study is 
compared with the result obtained in a previous 
study that validated the previous approach using the 
same traditional information system (Pérez-Castillo, 
Weber et al., 2011). AQ2 assesses the time spent on 
discovering correlations sets in order to know if the 
technique is scalable to a large dataset. 

In order to answer the main research question, 
the study follows a qualitative research approach by 
comparing a reference model and the obtained one. 
The study first considers the business process model 
previously provided by business experts (the 
reference model). Secondly, the study obtains an 
event log (using the discovered correlation set) and 
compares the business processes instances collected 
in the log together with the reference business 
process model. The comparison between models 
evaluates the degree of conformance of the obtained 
model regarding the reference one, which is done by 
scoring the number of business activities in common 
with the reference business process model. 

4.1 Case under Study 

The traditional (non-process-aware) information 
system under study was AELG-members, which 
supports the administration of an organization of 
Spanish writers. From a technological point of view, 
AELG-members is a Java standalone application 
with an architecture that follows the traditional 
structure on three layers: (i) the domain layer 
supporting all the business entities and controllers; 

(ii) the presentation layer dealing with the user 
interfaces; and (iii) the persistency layer handling 
data access. The total size of the legacy system is 
23.5 KLOC (thousands of lines of source code). 

Figure 6 shows the business process supported 
by the system under study, which is considered as 
the reference business process model. The main 
business activities carried out by the writers’ 
organization, including author registration, 
importing author information from different sources, 
cancellation of memberships, author information 
management and payment of fees. 

4.2 Execution 

For the execution of the case study, all the stages of 
the proposed technique were semi-automated by 
different tools. The steps carried out during the study 
execution were the following: 
1. The AELG-members system was instrumented 
through the Event Traces Injector tool (Pérez-
Castillo, 2012) which was modified to support the 
addition of candidate correlation attributes by 
experts. Six attributes were selected to be collected 
together with events (see Table 1). Some attributes 
regarding the identification of author were first 
selected due to the business processes focuses on 
this entity. Other attributes related to fees were also 
selected since experts expect process instances end 
when annual fees of an author are paid. 
2. The instrumented version of AELG-members 
was normally executed in the same production 
environment. The execution consisted of storing 
events and candidate correlation attributes in a SQL 
Server 2005 database until significant datasets to 
conduct the study were collected. Three different 
sizes of dataset (above 2000, 7000 and 15000 
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events) were considered to test different 
configurations. 
3. The algorithm for discovering the correlation set 
(Figure 4) was then applied to the datasets. Unlike in 
previous stages, this algorithm was implemented by 
means of a set of stored procedures using PL/SQL 
which executes a set of queries from datasets. Since 
the beta threshold (Eq. 4) can be chosen by business 
experts (Motahari-Nezhad et al., 2011), the 
algorithm was applied with four different values: 
0.25, 0.5, 0.75 and 1. The four different correlation 
sets obtained for each configuration are shown in 
Table 2. An event log was obtained for each 
different correlation set by means of the algorithm 
presented in Figure 5, which was also implemented 
through PL/SQL procedures. 
4. The four event logs were finally analyzed and 
compared with the reference model. For this 
purpose, the ProM tool (Van der Aalst et al., 2009) 
was used to discover the respective business process 
models for each log. The study particularly used the 
genetic mining algorithm of ProM since it is the 
most accurate one (Medeiros et al., 2007). Finally, 
the conformance of each business process model 
with the reference model was analyzed according to 
the aforementioned qualitative research approach 
(cf. Section 4.1). 

Table 1: Candidate correlation attributes selected. 

Attribute ID Java Class Output Method 
1 FeeVO getIdAuthor 
2 AuthorVO getId 
3 AuthorVO isHistoric 
4 AuthorVO getMemberNumber 
5 PublicAuthorVO getId 
6 AuthorVO getFees 

Table 2: Correlation sets and time obtained in each case. 

Events Correlation
Attributes β=0.25 β=0.5 β=0.75 β=1 

Correlation 
Sets 

2432 10412 A C C C 
7608 33278 A C C C 
15305 74136 B C D D 

Time (s) 
2432 10412 12 15 16 15 
7608 33278 41 56 55 55 
15305 74136 113 150 151 147 

Table 3: Correlation sets (numbers 1 to 5 refer to attribute 
ID of Table 1; letters o to s refer to atomic conditions). 

Atomic 
Conditions 

A o : 1=1 p : 2=2 q : 4=4 r : 6=6  
B o : 1=1 p : 2=2 q : 4=4 r : 6=6  
C o : 1=1 p : 2=2 q : 4=4 r : 6=6 s : 5=5
D o : 1=1 p : 2=2 q : 4=4 r : 6=6 s : 5=5

Complex 
Conditions 

A o ˄ q p ˄ q    
B o ˄ q p ˄ q r ˄ q r ˄ p  
C o ˄ q p ˄ q r ˄ q r ˄ p  
D o ˄ q p ˄ q r ˄ q r ˄ p o ˄ s 

4.3 Analysis and Interpretation 

Table 2 and Table 3 summarize the results obtained 
after cases study execution, showing the correlation 
sets (A, B, C and D) obtained for each combination 
of dataset (2432, 7608 and 15305 events) and beta 
value (0.25, 0.5, 0.75 and 1). Table 2 also shows the 
time spent on discovering each correlation set as 
well as the particular atomic and conjunctive 
conditions of each set. 

After obtaining the corresponding event log and 
discovering the respective business process for the 
AELG-Members system, it was perceived that the 
most accurate correlation set was ‘A’. The set ‘A’ 
leads to the business process with the highest 
conformance degree (93%). This means the business 
process discovered using set ‘A’ had the highest 
number of business activities in common with the 
reference business process model (13 from the 14 
tasks). 

The same conclusion can be stated by analyzing 
the conditions of correlation set ‘A’ (see Table 3). 
Set ‘A’ is less restrictive (compared to the other sets) 
and contains fewer correlation conditions. Despite 
this fact, it contains all the atomic conditions 
necessary to evaluate the identity of each writer (i.e., 
getIdAuthor, getId and get MemberNumber). 
Additionally, set ‘A’ also contains the atomic 
condition to know when a fee is paid (i.e., getFees), 
which signifies that a particular process instance 
ends for a writer. 

Moreover, regarding complex conditions of 
correlation set ‘A’, there is a conjunctive condition 
linking FeeVo.getIdAuthor together with 
AuthorVO.getId, which signifies that the managed 
fees must correspond to the same writer of a 
particular process instance. Finally, set ‘A’ also 
works well because the categorical correlation 
attribute AuthorVO.isHistoric was properly 
discarded, since these kinds of attributes (e.g., 
Boolean variables) split the datasets into only two 
instances. 

The remaining correlation sets (B, C and D) are 
similar to correlation set ‘A’, since all those sets 
contain all correlation conditions of ‘A’. However, 
those sets incorporate more conditions, and although 
they provide alternative event correlations, they are 
more restrictive. This means that some process 
instances obtained using ‘A’ could be split in two or 
more instances in case sets B, C or D were used as 
the correlation set instead of set ‘A’. These sets led 
to conformance values between 64% and 86%, 
which respectively correspond to 9 and 12 tasks in 
common with the 14 tasks of the reference model. 
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Regarding the evaluation of AQ1, in the previous 
case study with the same system (Pérez-Castillo et 
al., 2011), the Java class ‘AuthorVO’ was selected as 
the classifier to collect correlation information 
during the system instrumentation stage. During 
system execution, the runtime values of the 
AuthorVO objects were used to correlate events. As 
a result, all the process instances in the event log 
were obtained with all the events regarding each 
writer. Unlike the current approach, not all the 
different executions of the reference business 
process (see Figure 6) for each author were detected. 
For example, every time a writer pays the annual 
fee, it should be detected as the end of a process 
instance. This kind of aggregation works by using 
any correlation set obtained with the current 
approach. However, as per the previous approach, 
not all the events of the same writer could be 
grouped into fine-grained process instances, since 
the sole information to correlate events was 
AuthorVO objects. 

The conformance degree in the previous case 
study with the same system was 77% (Pérez-Castillo 
et al., 2011), while the degree obtained with the 
proposed technique is 93% (obtained with set ‘A’). 
In fact, the business process obtained with the 
previous technique was complex and visually 
intricate due to several crossing sequence flows. As 
a result, AQ1 can be positively answered. 

In order to demonstrate the feasibility of the 
proposal, the time spent on discovering correlation 
sets was analyzed according to the additional 
question AQ2. Outlier beta values such as 1, and 
especially 0.25 lead to shorter times (see Table 2). 
This is due to the fact that outlier values allow the 
algorithm to quickly prune non-promising 
correlation sets, saving much time. Anyway, it 
should be noted that the time regarding the beta 
value is approximately linear. Besides, regarding the 
number of events, the time is non-linear. The time is 
lower for smaller datasets and higher for larger ones. 
It seems the trend of the time follows a quadratic 
function. This is due to the fact that every event 
must be checked for all the remaining events 
according to the proposed algorithm. 

In conclusion, the main research question can be 
positively answered. This means that the technique 
is able to correlate events from traditional system, 
and in turn, it produces a gain regarding techniques 
previously developed. However, the time spent on 
discovering correlation sets is quadratic, and huge 
datasets may be time-consuming. 

4.4 Evaluation of the Validity 

The most important threat is the fact that the code 
could be poorly instrumented. The obtained results 
clearly depend on the candidate correlation attributes 
selected at the beginning of the study. If business 
experts select an incomplete or erroneous set of 
candidate correlation attributes, the outgoing results 
could be quite different. In order to mitigate this 
threat we propose repeating the study using an 
iterative approach in which experts can select or 
remove some candidate correlation attributes 
according to the results obtained for each iteration. 
This way, the list of candidate correlation attributes 
can be iteratively refined. 

Moreover, correlation sets do not always have to 
be obtained under lower beta values (e.g., 0.25). A 
lower beta value often implies a more restrictive 
correlation set and vice versa. The beta threshold can 
therefore be established by business experts 
depending on the constraint degree to be applied to 
the particular set of candidate correlation attributes. 
This threat can be addressed by repeating the study 
with different cases and different beta values. 

5 CONCLUSIONS 

This paper presents a technique to discover the 
correlation set in order to generate event logs from 
traditional (non-process aware) information systems. 
This challenge is important in traditional systems 
since (i) they do not have any in-built mechanism to 
record events and (ii) captured events do not have 
any reference to the process instance they belong to. 

The technique consist of three stages: (i) the 
selection of candidate correlation attributes and 
injection of statements into the source code to 
collect events during system execution; (ii) the 
discovery of the correlation set from collected 
events; and (iii) the generation of the final event logs 
by correlating events using the discovered 
correlation conditions. 

All the stages of the technique are semi-
automated, making it possible to validate the 
proposal by conducting a case study with a real-life 
system. The study demonstrates the feasibility of the 
technique to discover correlation sets that lead to 
well-formed event logs and the gain regarding 
previous techniques in terms of accuracy. The main 
implication of the results is that this technique 
contributes to the application of well-proven 
techniques and algorithms from the process mining 
field. So far, such business process mining 
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techniques work with event logs that are often 
obtained only from process-aware information 
systems. 

The work-in-progress focuses on conducting 
another case study with a healthcare information 
system to obtain strengthened conclusions about 
empirical validation. Moreover, concerning the 
selection of candidate correlation attributes, a 
mechanism to analyse source code and provide 
business experts with some insights about the most 
appropriate attributes will be developed. 
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